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EXECUTIVE SUMMARY 

This report presents the results of a 14-month investigation by Texas A&M University and The 
Ohio State University on various commercial-off-the-shelf (COTS) attitude heading reference 
system (AHRS) component characteristics that affect the usability of derived angle-of-attack 
(AoA) solutions. The investigation was conducted using Monte Carlo and real-time piloted 
simulations in the Engineering Flight Simulator at Texas A&M University. The technical objective 
was to evaluate derived AoA and sideslip angle (beta) algorithms using low-cost AHRS systems 
found in general aviation (GA) aircraft. The derived AoA algorithm was evaluated for three use 
cases. The first, and most stringent, is for augmented flight path control (AFPC) systems; the 
second is an envelope-protection system; and the third is as a display of information to the pilot. 
These cases are presented in order of tolerance required for success. It is expected that the result 
of this work will be a model for informing the recommended minimum performance standards for 
the algorithm and AHRS device, and will determine error threshold criteria for each use case. 
Further studies will use this data to develop codified AHRS standards and advisory circulars. The 
aircraft considered were piston single-engine Title 14 Code of Federal Regulations (CFR) Part 23 
category small aircraft, such as the Cessna 172. The COTS AHRS considered are typically found 
in these aircraft systems, specifically those by Garmin and Aspen. 
 
Results presented in this report demonstrate that a basic equation set for derived AoA and beta 
using unfiltered input signals is capable of generating useful threshold levels for the three use cases 
outlined above. The specific derived AoA and beta algorithm used requires estimates for six 
aerodynamic parameters unique to each aircraft. Monte Carlo simulations revealed that accurate 
initial estimates of the aerodynamic parameters are essential to produce meaningful derived AoA 
and beta estimates. The most sensitive aerodynamic parameter was the aircraft lift curve slope, 
𝐶𝐶L𝛼𝛼. A fixed value of 𝐶𝐶L𝛼𝛼 results in high derived AoA uncertainty and therefore may need to be 
scheduled based on the derived AoA itself, although the performance of this approach has not been 
evaluated. However, reasonable first-order 𝐶𝐶L𝛼𝛼 estimates can be determined using basic Class I 
analytical methods such as the USAF Data Compendium (DATCOM), and to even higher accuracy 
from wind tunnel testing or computational fluid dynamics (CFD). Considering the three use cases, 
first-order modeling of the aerodynamic parameters results in algorithm uncertainty sufficient to 
violate the AFPC tolerances. However, the same uncertainty does not violate the envelope-
protection and pilot-display thresholds. In this work, only the AFPC case results in a failure unless 
the acceptable error threshold is increased.  
 
Derived beta estimates are more sensitive to aerodynamic parameter estimates than the derived 
AoA. Specifically, there appears to be a direct correlation between the side-force/sideslip 
derivative, 𝐶𝐶y𝛽𝛽 , and the resulting derived beta estimates. However, the other five stability and 
control (S&C) derivatives used in the derived AoA and beta algorithm are shown to have no 
correlation between their variations and the resulting maximum and root mean square (RMS) 
errors. Introduction of AHRS sensor noise results in errors similar to those encountered in 
modeling the aerodynamic derivatives. Derived AoA and beta estimates are found to be relatively 
sensitive to the AHRS angular rate and acceleration sensor noise. A low level of sensor noise does 
not violate the envelope-protection threshold for AoA or beta, but it violates the AFPC threshold 
on 85% of 10,000 Monte Carlo runs. Medium noise levels violated the envelope-protection 
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tolerance and sideslip tolerance on every run, and high noise violated the display threshold on 55% 
of 10,000 Monte Carlo runs.  



 

1 

1.  INTRODUCTION 

This report details work conducted by Texas A&M University and The Ohio State University from 
August 1, 2015–October 31, 2016 on Phase I of this project. All work was performed in the Vehicle 
Systems & Control Laboratory located in the Aerospace Engineering Department at Texas A&M 
University, and at The Ohio State University and associated industry partners.  
 
The technical objective of the proposed effort was to exploit derived angle-of-attack (AoA) and 
flightpath angles (gamma) from low-cost attitude heading reference system (AHRS) commercial-
off-the-shelf (COTS) systems found in GA aircraft. The feasibility of derived angle-of-attack 
(AoA) was evaluated for use cases of displays, envelope protection, and fly-by-wire flight-control 
systems. It is expected the results of this work will be 1) recommended minimum performance 
standards for the algorithm and AHRS device, and 2) the criteria for each use case when using 
AHRS that can be codified into a standard or a circular. The aircraft considered were piston single-
engine 14 CFR Part 23 category small, bizjet, and hybrid concepts, such as Cessna 172, Cirrus 
SR22, Cessna Corvalis, and Lancair Columbia 350. The COTS AHRS evaluated were those 
typically found in these aircraft systems, specifically those by Garmin and Aspen. 
 
The work sought to understand how various COTS AHRS component characteristics affected the 
usability of derived AoA solutions by conducting a simulation study to investigate: 
 
· Sensor accuracy 
· Dynamic response 
· Error analysis 
· Sensitivity analysis of derived AoA equations 
· Parameters 
· GPS update rate 
· Vertical airmass motion (steady-state and gust) 

 
The test plan and schedule is found in appendix A. Note that only the six cases of Maneuver Set 
1: Power Approach: 70 KIAS, 1000 feet above ground level (AGL) were conducted and are 
addressed in this report.  
 
2.  MODELING 

2.1  SIMULATIONS 

Two flight-simulation packages were used in this work. The commercial X-Plane® flight simulator 
by Laminar Research was used to generate pilot inputs (see section 2.2) in the Texas A&M 
University Engineering Flight Simulator, but was not used for Monte Carlo simulations because 
of a lack of batch capability and concerns over the fidelity of the blade-element theory-based 
aerodynamics model. The default X-Plane Cessna 172 was the aircraft model used. 
 
The open-source JSBSim simulation software, a nonlinear, six degrees-of-freedom (6DOF) flight 
simulation using traditional S&C derivative-based aerodynamic modeling, was also used [1]. The 
S&C derivatives in JSBSim were obtained via a combination of analytical methods (e.g., United 
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States Air Force Data Compendium or DATCOM), computational methods such as computational 
fluid dynamics (CFD), and experimental wind-tunnel tests. JSBSim is capable of both real-time 
and batch simulation, and is scriptable via the eXtensible Markup Language. JSBSim’s Cessna 
172R model was used for the batch Monte Carlo simulations. A description of the lift and sideforce 
models of the JSBSim 172R is presented in section 2.3.2. 
 
2.2  PILOT-INPUT MODELING 

The pilot inputs used in all simulations consisted of elevator, aileron, rudder, and throttle 
commands obtained from piloted simulation in a fixed-base, real-time, nonlinear, 6DOF flight 
simulator using the X-Plane® flight-simulation software (see figure 1). The simulated flight was a 
left approach to landing at Easterwood Airport (KCLL), consisting of a turn from downwind onto 
base and then onto final. This was conducted with zero winds and turbulence. The flight condition 
was VCAS = 90 kts at 1347 ft, which is approximately the pattern altitude at KCLL. The X-Plane® 
pilot inputs were recorded to file as normalized values in the closed interval [−1,1], with the ±1 
endpoints corresponding to the actuator position limits. 
 
For the Monte Carlo batch simulations, the aircraft was initially trimmed at the specified flight 
condition using JSBSim’s trim algorithm and was then subjected to the input time histories from 
the piloted simulation, which were treated as perturbations from the trim-control deflections. 
JSBSim rescaled the normalized control inputs into the range defined by actuator position limits 
of the aircraft model, which avoided any incompatibilities between the actuator models of the two 
simulations.  
 

 

Figure 1. Texas A&M University engineering flight simulator 
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Two flight conditions were modeled. The first was the piloted simulation-approach flight 
condition, from which a 50-second time period was used. Figure 2 shows the control inputs used 
in the batch simulations for this flight condition. The corresponding 3-D trajectory of this segment 
is shown in figure 3. This trajectory was used for Monte Carlo cases 1–12, which are presented in 
detail in section 3. 
 
The second flight condition was trimmed flight with the same initial conditions (VCAS = 90 kts at 
1347 ft, 𝛼𝛼1 = 2.6∘) but with the aircraft subjected to short-duration doublet inputs on each control. 
This second flight condition was added to examine the effect of different control time histories on 
the derived aerodynamic angle calculation. Figure 4 shows the control inputs used in the batch 
simulations for this flight condition. A 3-D trajectory resulting from these inputs is shown in figure 
5. This flight condition was used for Monte Carlo cases 13–16. 
 

 

Figure 2. Recorded piloted simulation control inputs for approach flight condition 
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Figure 3. 3-D flight path from recorded approach trajectory 

 

Figure 4. Doublet control input time histories 



 

5 

 

Figure 5. 3-D trajectory resulting from doublet control inputs 

2.3  AERODYNAMIC MODELING 

2.3.1  DATCOM Model 

Several of the Monte Carlo cases were run with varying S&C derivatives to determine the effect 
of modeling errors. The random variables for the stability derivatives are calculated as: 
 

C�X = 𝒩𝒩(CX, |∆CX ⋅ CX|2)                                                        (1)  
 
where CX is an arbitrary S&C derivative and 𝒩𝒩(µ,σ2) is a standard normal distribution with mean 
µ and variance σ2. Three methods are typically used for determining values for S&C derivatives. 
Analytical methods such as DATCOM [2] require the least amount of data and are easy to 
determine, but they are the least accurate. Wind-tunnel testing provides medium accuracy but 
requires large and mature amounts of data and is relatively expensive. Flight testing provides the 
highest accuracy but is also the most expensive method. Analytic stability derivatives tend to be 
available in the open literature, whereas values from wind-tunnel testing and flight testing are 
usually proprietary and not available to researchers. The uncertainties used for this work were 
determined analytically using DATCOM methods and represent the largest expected uncertainties 
in each derivative when using analytical modeling methods. It is important to note that the 
derivative values shown in table 1 are based on presumed modeling errors, not actual variations 
encountered during flight.  

Table 1. Parameter uncertainties and nominal values for derived  
AoA/sideslip angle calculations 
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S&C Derivative Nominal Value 
(1/rad) 

Uncertainty 
(%) 

Standard Deviation 
(1/rad) 

𝑪𝑪𝐋𝐋𝛂𝛂 4.41 5 0.2205 
𝑪𝑪𝐋𝐋𝐪𝐪 3.9 20 0.78 
𝑪𝑪𝐋𝐋𝛅𝛅𝐄𝐄  0.43 10 0.043 
𝑪𝑪y𝛃𝛃 -0.393 20 0.0786 
𝑪𝑪𝐲𝐲𝐩𝐩 -0.075 50 0.0375 
𝑪𝑪𝐲𝐲𝐫𝐫 0.214 50 0.107 
𝑪𝑪𝐲𝐲𝛅𝛅𝐀𝐀  0 N/A N/A 
𝑪𝑪𝐲𝐲𝛅𝛅𝐑𝐑  0.187 10 0.0187 

 
These values are based on modeling errors for DATCOM-based methods for estimating S&C 
derivatives. These values can be considered a medium level of parameter uncertainty. 
 
2.3.2  JSBSim Nonlinear Model 

This section briefly describes the nonlinear aerodynamic model used by JSBSim for the Cessna 
172. 
 
2.3.2.1  Lift Equation 

The lift equation for the Cessna 172R in JSBSim can be modeled as:  
 

𝐿𝐿 = �Δ𝐶𝐶L(𝛼𝛼) + 𝐶𝐶Lα̇�̇�𝛼 + 𝐶𝐶Lq𝑞𝑞 + ∆𝐶𝐶L(𝛿𝛿F) + 𝐶𝐶LδE𝛿𝛿E� 𝑞𝑞�𝑆𝑆                              (2) 
 
where ∆𝐶𝐶L(𝛼𝛼) is the increment in lift coefficient due to AoA, 𝐶𝐶Lα̇ is the effect of AOA rate on lift 
coefficient, 𝐶𝐶Lq is the lift pitch damping derivative, ∆𝐶𝐶L(𝛿𝛿F) is the increment in lift coefficient due 
to flap deflection 𝛿𝛿F, and 𝐶𝐶LδE  is the elevator effectiveness. Note that the above equation is a 
simplification of the actual model, which also takes ground effect and a stall hysteresis into account 
for the ∆𝐶𝐶L(𝛼𝛼) and ∆𝐶𝐶L(𝛿𝛿F) terms. 
 
2.3.2.1.1  Lift Curve Slope 

JSBSim models the lift curve slope (CLα) as a lookup table as a function of the AoA and a stall 
hysteresis. Ignoring the stall effect, the contribution to lift due to AoA can be modeled as: 
 

∆𝐶𝐶L(𝛼𝛼) = �𝐶𝐶Lα=0 + 𝐶𝐶Lα(𝛼𝛼) ∙ 𝛼𝛼�𝑞𝑞𝑆𝑆                                                     (3) 
 
where 𝐶𝐶L𝛼𝛼=0 is the zero AoA contribution to the lift coefficient, and 𝐶𝐶Lα(𝛼𝛼) is the lift curve slope 
as a function of AoA. JSBSimlift curve slope as a function of AoA is shown in Figure 6. 
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Figure 6. JSBSim lift curve slope as a function of AoA 

2.3.2.1.2  Angle-of-Attack Rate Derivative 

JSBSim uses a constant value of 1.7 1/rad for the derivative 𝐶𝐶Lα̇. 
 
2.3.2.1.3  Pitch Damping Derivative 

JSBSim uses the same static value for CLq as the DATCOM model, 3.9 1/rad. 
 
2.3.2.1.4  Flap Effectiveness 

JSBSim has a nonlinear lookup table for the effect of flap deflection on the lift coefficient. 
 
2.3.2.1.5  Elevator Effectiveness 

JSBSim uses a constant value of 0.3470 1/rad for the derivative CLδE . 
 
2.3.2.2  Sideforce Equation 

The sideforce equation has the following component build up in the Cessna 172R model: 
 

𝑌𝑌 =  �𝐶𝐶yβ(𝛽𝛽) ∙ 𝛽𝛽 + 𝐶𝐶yp𝑝𝑝 + 𝐶𝐶yr𝑟𝑟 + 𝐶𝐶yδA𝛿𝛿A + 𝐶𝐶yδR𝛿𝛿R� 𝑞𝑞�𝑆𝑆                         (4) 
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In the above equation, 𝐶𝐶yβ(𝛽𝛽) is the sideforce due to sideslip as a function of sideslip, 𝐶𝐶yp is the 
effect of roll rate on the sideforce, 𝐶𝐶yr is the effect of yaw rate, 𝐶𝐶yδA  is the aileron effectiveness, 
and 𝐶𝐶yδR  is the rudder effectiveness. The term 𝐶𝐶yβ(𝛽𝛽) ∙ 𝛽𝛽  modeled as a lookup table, but is 
effectively a constant 𝐶𝐶yβ  multiplied by the sideslip angle. All of the modeling terms can be 
represented as constant values. Table 2 is a listing of the sideforce model parameters. 

Table 2. JSBSim sideforce S&C derivatives 

S&C Derivative JSBSim Value 
(1/rad) 

𝐶𝐶yβ -0.3095 
Cyp -0.0370 
Cyr 0.2100 

CyδA  -0.0500 
CyδR  0.0980 

2.4  MODIFIED Z-SCORE 

The modified z-score [3] is introduced as a metric to calculate how “close” an uncertain parameter 
lies to the nominal value (e.g., a z-score of two indicates that, on average, the parameter value is 
approximately two standard deviations from the mean). The modified z-score, subsequently simply 
referred to as the z-score, differs from the z-score in that the z-score is a statistic based on the entire 
population, rather than a sample. The z-score is calculated as: 
 

𝑧𝑧i =
𝑥𝑥i − 𝜇𝜇
𝜎𝜎

=  
𝐶𝐶Xrandom𝑖𝑖

− 𝐶𝐶Xnominal
∆𝐶𝐶X ⋅ 𝐶𝐶Xnominal

 for i = 1 …𝑁𝑁                                 (5) 

 
Note that the DATCOM values are used as the nominal value for the algorithm, as they provide 
an example of a non-proprietary aerodynamic model available to system developers. 
 
2.5  SENSOR MODELING 

The attitude heading and reference systems and inertial navigation systems (INS) commonly use 
an inertial measurement unit (IMU) and external aiding sensors (GPS, barometer, magnetometer) 
for aircraft state estimation [4, 5]. For the purposes of testing the derived AoA algorithms proposed 
in this work, the quality of the IMU and aiding sensors was varied to investigate the influence of 
sensor capability on the resulting derived AoA. The IMU consists of three orthogonal gyroscopes 
and accelerometers. The quality of the IMU is typically couched in terms of the bias stability of 
the gyroscopes and scale factor/orthogonality of the accelerometer triad [6]. The attitude fusion 
algorithms are a level above the IMU and do not directly affect the derived AoA estimates. 
Ignoring the sensor fusion algorithms drastically reduces the complexity of developing minimum 
operational performance standards for derived AoA estimation techniques. Whereas the fused 
sensor estimates are not directly applicable to this work, the raw sensor data furnished by the IMU 
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are applicable. In this manner, the quality of the IMU will directly affect the derived AoA 
estimates. The degree to which the IMU errors couple to AoA errors can best be investigated using 
Monte-Carlo-type simulations. This simulation methodology allows for mapping sensor statistical 
noise characteristics through the derived AoA algorithms and providing AoA error bounds directly 
traceable to the IMU. The specific sensors and corresponding noise characteristics are given in 
tables 3–4.  

Table 3. Gyroscope performance data 

Manufacturer Axes 
Full scale 

range 
(deg/s) 

Bias 
stability 
(deg/hr) 

Resolution 
(deg/s/bit) 

Noise density 
(deg/s/√Hz) 

Total 
error 

(deg/s) 
Silicon Sensing 
CMS390 1 300 10.0 0.005 0.0055 1.5 

VTI SCC1300 1 300 12.0 0.056 0.014 5.0 
InvenSense MPU-
9150 3 500 20.0-50.0 0.030 0.065 15.0 

Table 4. Accelerometer performance data  

Manufacturer Axes Full scale 
range (g) 

Bias 
stability 

(mg) 

Total error 
(mg) Resolution 

(mg/bit) 

Noise 
density 

(mg/√Hz) 
Silicon Sensing 
CMS390 2 ±2.5/10 30.0 ±13.0 0.08 1.0 

VTI SCC-1300 3 ±6 70.0 ±40.0 1.5 5.0 
InvenSense MPU-
9150 3 ±2/4/8/16 103.0 ±150.0 

(4g mode) 0.4 4.0 

 
Additional state estimates for fused datasets are also provided. These estimates cover any cases in 
which airspeed data are not available. In this case, the GPS/INS-furnished ground speed may be 
used, albeit in error. These additional sensor characteristics can provide further insight into the 
sensitivity of the derived AoA algorithms. The provided data correspond to IMU data typical of 
commercially available AHRS and INS systems [7–9]. Table 5 gives GPS-specific errors common 
to single-band, low-cost devices. Table 6 gives the fused state errors. Sensor fusion is 
accomplished using an error-state Kalman filter [10]. This filter topology is common in INS 
applications using higher performance IMUs. The fused state estimate errors in table 6 correspond 
to: 
 
1. No sensor noise—testing performance of EKF only. 
2. Aiding sensor noise only—GPS errors, as per table 5. 
3. Remaining corresponds to GPS and specific sensor errors outlined in tables 3–4. 

Table 5. GPS noise characteristics 
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Noise component Noise estimate 

Position 

± 0.7 m static, x-y 
± 2.5 m dynamic, x-y 
± 2.5 m static, z 
± 5 m dynamic, z 

Velocity 

± 0.5 m/s static, x-y 
± 1.5 m/s dynamic, x-y 
± 2.5 m/s static, z 
± 5 m/s dynamic, z 

Table 6. Fused sensor state estimates (3σ) 

Manufacturer RMS angular 
error (±deg) 

RMS velocity 
error (±m/s) 

RMS position 
error (±m) 

No noise 1.738e-2 0.389 0.422 
Aiding sensor noise only 0.265 0.413 0.491 
CMS390 noise 0.315 0.413 0.496 
VTI SCC1300 noise 0.542 0.546 0.634 
InvenSense MPU-9150 noise 0.790 0.796 0.924 

 
The sensor noise components presented in tables 3–6 can be interpreted in the following ways. 
The bias terms represent fixed quantities typically subtracted after an appropriate turn-on time. 
The gyroscope bias stability represents the integrated effect of Schott and flicker noise on the 
derived attitude estimates. The noise density represents the effect of noise as a function of sampling 
rate. Typically, higher sampling rates diminish the noise magnitude in a manner similar to 
successive averaging. The total error statistics represent the combined effect of bias, noise, and 
manufacturing tolerances. This statistic represents the worst-case scenario and helps classify the 
sensors into quality categories. The aiding sensor statistics follow the same trends, with similar 
bias and noise statistics. The fused state estimates in table 6 can be used in place of proprietary 
AHRS and INS algorithms used in commercial devices. These estimates are well documented and 
match the reported performance of many commercial devices [10]. 
 
Notes:  
 
1. The total gyroscope error in table 3 included the effects of turn-on bias. In practice, this 

was removed by averaging once the device had stabilized after powering on.  
2. The noise statistics for the IMU sensors were determined via an Allan variance analysis [2, 

3]. 
3. The GPS sensor was an Ublox NEO-7m, sampled at 4 Hz. WAAS- (Wide Area 

Augmentation System-) enabled aircraft GPS systems can typically achieve better 
performance (approximately half the error). 

4. All data are presented in [8]. 
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2.6  DERIVED AERODYNAMIC ANGLE ALGORITHMS 

For the Monte Carlo runs, the “basic” equation for derived AoA was used [11]. This approach 
solved the component buildup of the lift equation for AoA:  
 

𝛼𝛼� =
−�𝐶𝐶𝐿𝐿1 + 𝐶𝐶𝐿𝐿𝑞𝑞

𝑞𝑞𝑐𝑐̅ 
2𝑉𝑉𝑇𝑇

+ 𝐶𝐶𝐿𝐿𝛿𝛿𝐸𝐸𝛿𝛿𝐸𝐸�
𝑞𝑞�𝑆𝑆
𝑊𝑊 − 𝑛𝑛𝑧𝑧

𝐶𝐶𝐿𝐿𝛼𝛼
𝑞𝑞�𝑆𝑆
𝑊𝑊 + 𝑛𝑛𝑥𝑥

                                              (6) 

 
Similarly, the side force equation is solved for the sideslip angle [11]: 
 

�̂�𝛽 =
𝑛𝑛y

𝑊𝑊
𝑞𝑞�𝑆𝑆 − 𝐶𝐶yp

𝑝𝑝𝑝𝑝
2𝑉𝑉T

− 𝐶𝐶yr
𝑟𝑟𝑝𝑝

2𝑉𝑉T
− 𝐶𝐶yδA𝛿𝛿A − 𝐶𝐶yδR𝛿𝛿R

𝐶𝐶yβ
                                        (7) 

True values for the measured values (e.g., 𝑉𝑉T , 𝑛𝑛x , 𝑛𝑛y , 𝑛𝑛z , 𝑝𝑝, 𝑞𝑞 , 𝑟𝑟 , 𝛿𝛿A , 𝛿𝛿E , 𝛿𝛿R ) were used for 
calculations. AoA and sideslip-angle calculations used measurements at 10 Hz for all values.  
 
2.7  ERROR METRICS 

Two types of errors were used to quantify the algorithm performance. They are described in 
sections 2.7.1 and 2.7.2. 
 
2.7.1  Maximum Absolute Error 

The maximum absolute error was calculated as: 
 

emax ≔ �max
i
�ξi − ξ̂i��                                                                (8) 

 
where ξi is the i-th value of an angle ξ, one of either α or β. The hat indicates an estimated/derived 
value. 
 
2.7.2  Root Mean Square Error 

The RMS error was calculated as: 

erms ≔ �
1
N
��ξi − ξ̂i�

2
N

i=1

,                                                         (9) 

 
The RMS error was a better measure of the average error over the time period compared to the 
maximum error.  
 
2.8  ERROR THRESHOLDS 

Three levels of error tolerances were set: 
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1. Error for pilot display: 2∘ 
2. Error for envelope protection: 1∘ 
3. Error for an AFPC: 0.5∘ 

 
Pilot display entailed the display of the AoA and sideslip angle via an indexer or numeric readout. 
Envelope protection consisted of a flight-control system designed to limit pilot inputs to prevent 
exceedance of the safe-flight envelope of the aircraft. Finally, AFPC was a digital fly-by-wire 
system. The error values chosen for each of these systems was determined based on engineering 
and pilot judgment. The maximum absolute error was used to determine exceedance of these 
thresholds because these are the current (instantaneous) values that the pilot/flight control system 
uses. 
 
3.  MONTE CARLO RESULTS 

3.1  CASE 1: UNCERTAIN S&C DERIVATIVES, 1000 RUNS  

3.1.1  Overview 

Figure 7 plots histograms of the absolute error for the AoA and sideslip angle for Case 1, which 
included 1000 Monte Carlo runs. 
 

 

Figure 7. Case 1 error histograms 
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Figure 8 plots the histograms of the RMS errors for derived AoA and derived sideslip angle. The 
AoA RMS error distribution is skewed more to the left than the absolute error distribution. 

 

Figure 8. RMS error histograms for Case 1 

3.1.2  AoA 

For the derived AoA, 
 
· 0.9000 % of runs violated the display tolerance. 
· 55.9000 % of runs violated the envelope-protection tolerance. 
· 41.1000 % of runs violated the AFPC tolerance. 
· 2.1000 % of runs met all tolerances. 

 
Figure 9 is a scatter plot of the 𝐶𝐶Lαz-scores versus the maximum error in AoA for each iteration of 
the Monte Carlo runs. These maximum errors were calculated by taking the argument of the 
maximum absolute value of the AoA errors and then selecting the corresponding signed error value 
(see equation 3 in section 2.7.1). The maximum signed error was used because the error behavior 
depended on the sign of the z-score and the magnitude of the error. Figure 9 shows that the 
magnitude of the error depends on the sign of the z-score. Observing the figure, there appear to be 
two linear relationships between the z-scores and errors, centered on the area of minimum error. 
Note that the minimum error values occur at a z-score of approximately 2. This suggests that the 
DATCOM model 𝐶𝐶Lα value is approximately 2𝜎𝜎 less than the true JSBSim parameter.  
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Examining Eq. 6, the parameters in the numerator, 𝐶𝐶Lq and 𝐶𝐶LδE, influence the shape of the result, 
whereas in the denominator, 𝐶𝐶Lα acts as a scaling factor for the entire result because, for most 
situations, 𝑛𝑛x ≪ 1 and 𝑞𝑞�𝑆𝑆

𝑊𝑊
 is near unity. Note that 𝐶𝐶L1 is a constant parameter calculated from 𝐶𝐶L =

𝑊𝑊
𝑞𝑞�𝑆𝑆

 in steady-state trimmed flight. 
 

 

Figure 9. 𝑪𝑪𝑪𝑪𝑪𝑪 scatter plot for Case 1 

Because the absolute error may not be the best way to show the overall error, figure 10 plots the 
RMS errors versus the 𝐶𝐶Lα z-scores. This shows a definite relationship between the variability of 
the lift curve slope value and the RMS error in derived AoA, and shows a symmetric relationship 
around the minimum error. Assuming a perfect lift curve slope value, the RMS error should be 
centered on the 0 z-score value. Here, the RMS error curve suggests that the best results are 
obtained with lift curve sloped approximately 1.5𝜎𝜎 above the DATCOM model. 
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Figure 10. RMS errors vs 𝑪𝑪𝑪𝑪𝑪𝑪 z-scores for Case 1 

Figure 11 is a scatter plot of the z-scores of the derivative 𝐶𝐶Lq versus AoA error. There appears to 
be no correlation between the 𝐶𝐶Lq modeling errors represented by the z-scores and the resulting 
error in derived AoA. Furthermore, it does not appear that there is an effect caused by whether the 
modeled 𝐶𝐶Lq is above or below the nominal value. 
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Figure 11. 𝑪𝑪𝑪𝑪𝑪𝑪 scatter plot for Case 1 

Figure 12 plots the RMS error for AoA versus the 𝐶𝐶Lq z-scores, and clearly shows the lack of 
correlation between the two variables. 
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Figure 12. RMS error vs 𝑪𝑪𝑪𝑪𝑪𝑪 z-scores for Case 1  

Figure 13 plots the variability of the elevator effectiveness, 𝐶𝐶LδE , versus the maximum error in the 
derived AoA estimate. As with the derivative 𝐶𝐶Lq, there appears to be no correlation between the 
two variables. 
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Figure 13. 𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪  scatter plot for Case 1 

Similarly, figure 14 plots the RMS error against the 𝐶𝐶LδE  z-scores, again showing the lack of 
correlation. 
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Figure 14. RMS error in derived AoA vs. elevator effectiveness for Case 1 

If the 𝐶𝐶𝐿𝐿𝛼𝛼 value corresponding to the minimum observed errors is used as the nominal value instead 
of the DATCOM value, the uncertainties needed to violate the AFPC tolerances are relatively low. 
The uncertainties needed to violate the envelope-protection tolerance are on average greater than 
±2σ, which indicates that in most cases the algorithm will perform satisfactorily in this role with 
good modeling of the S&C derivatives. It is clear from the results that the accurate modeling of 
the lift curve slope is paramount for an accurate derived AoA estimate. Fortunately, this is one of 
the easier terms to determine. However, this is probably insufficient, and stricter tolerances will 
be needed for use in envelope-protection systems.  
 
3.1.3  Sideslip Angle 

For the derived sideslip angle: 
 
· 14.5000 % of runs violated the display tolerance. 
· 62.8000 % of runs violated the envelope-protection tolerance. 
· 22.7000 % of runs violated the AFPC tolerance. 
· 0.0000 % of runs met all tolerances. 
 
Figure 15 plots the derivative 𝐶𝐶yβ, the effect of the sideslip angle on the sideforce, versus the 
maximum error in the sideslip angle estimate. Examining the figure, there appears to be a 
noticeable correlation between the maximum sideslip angle error and the z-score of 𝐶𝐶yβ. This trend 
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appears to be symmetric about the horizontal axis, suggesting that the magnitude of the error 
depends only on the z-score and not the sign of the error.  
 

 

Figure 15. 𝑪𝑪𝑪𝑪𝑪𝑪 scatter plot for Case 1 

Figure 16 plots the sideslip angle RMS errors against the z-scores of the derivative 𝐶𝐶yβ, which also 
clearly shows a relationship between the two parameters. As with figure 15, it appears that the 
more negative the 𝐶𝐶yβ  z-score, the worse the error in the derived sideslip angle. There are 
insufficient data to say with certainty, but it appears that the error also increases dramatically at 
large positive z-scores, as is expected, so that the RMS error versus z-score plot is symmetric. 
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Figure 16. Sideslip angle RMS Error vs 𝑪𝑪𝑪𝑪𝑪𝑪 z-scores for Case 1 

Figure 17 plots the maximum sideslip estimate error versus the variability of the derivative 𝐶𝐶yp, 
the effect of the roll rate on the side force. There appears to be no correlation between the value of 
𝐶𝐶yp  and the maximum sideslip angle error. 
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Figure 17. 𝑪𝑪𝑪𝑪𝑪𝑪 scatter plot for Case 1 

This is corroborated by figure 18, which plots the RMS error instead of the maximum error. 
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Figure 18. RMS error vs 𝑪𝑪𝑪𝑪𝑪𝑪 z-scores for Case 1 

Similarly, the maximum sideslip error does not seem to be affected by the variation in the 
derivative 𝐶𝐶yr, as shown in figure 19. 
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Figure 19. 𝑪𝑪𝑪𝑪𝑪𝑪  scatter plot for Case 1 

Figure 20 plots RMS error for derived sideslip against the variation of the derivative 𝐶𝐶yr. Unlike 
the absolute error shown in figure 19, there appears to be a slight correlation between the two 
variables, although the effect is much less than that of 𝐶𝐶yβ. 
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Figure 20. RMS error vs 𝑪𝑪𝑪𝑪𝑪𝑪 z-scores for Case 1 

Figure 21 plots the maximum sideslip angle errors versus the rudder effectiveness (𝐶𝐶yδR) and 
appears to show no correlation between the two. 
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Figure 21. 𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪  scatter plot for Case 1 

The same lack of correlation is seen with the RMS error in figure 22. 
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Figure 22. RMS error vs variation of 𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪  for Case 1 

3.2  CASE 2: UNCERTAIN S&C DERIVATIVES, 10,000 RUNS 

3.2.1  Overview 

Case 2 ran an order of magnitude more Monte Carlo iterations than Case 1. Figure 23 shows the 
error histograms for the AoA and sideslip angle absolute errors. Note that the sideslip angle error 
histogram is skewed by an outlier with a 50∘ maximum error.  



 

28 

 

Figure 23. Case 2 error histograms 

Similarly, figure 24 plots the RMS error histograms. The sideslip error RMS error histogram shows 
a similar distribution with the absolute errors. Whereas the AoA is skewed toward lower RMS 
errors, the absolute AoA errors approximate a normal distribution centered near 1-degree error. 
Note that the sideslip error histogram is skewed by an outlier to the far right. 
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Figure 24. RMS error histograms for Case 2 

Because the derivatives 𝐶𝐶Lq, 𝐶𝐶LδE , 𝐶𝐶yp, 𝐶𝐶yr , and 𝐶𝐶yδR  continue to appear to have no correlation 
between their variations and the resulting maximum and RMS errors, only the plots for RMS errors 
for these parameters are shown in the interests of brevity for the remainder of this report.  
 
3.2.2  Angle-of-Attack 

For the derived AoA, 
 
· 0.9500 % of runs violated the display tolerance, 
· 58.0900 % of runs violated the envelope-protection tolerance, 
· 39.0000 % of runs violated the AFPC tolerance, 
· 1.9600 % of runs met all tolerances. 

 
Figures 25–26 show that the relationship between the absolute and RMS errors and the z-scores of 
𝐶𝐶Lαcontinue as seen in Case 1. Figures 27–28 show the continuing lack of correlation between the 
parameters 𝐶𝐶Lqand 𝐶𝐶LδE  with the derived AoA errors.   
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Figure 25. 𝑪𝑪𝑪𝑪𝑪𝑪 scatter plot for Case 2 

 

Figure 26. 𝑪𝑪𝑪𝑪𝑪𝑪RMS error scatter plot for Case 2 
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Figure 27. 𝑪𝑪𝑪𝑪𝑪𝑪 RMS error scatter plot for Case 2 

 

Figure 28. 𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪  RMS error scatter plot for Case 2 
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3.2.3  Sideslip Angle 

For the derived sideslip angle: 
 
· 15.9400 % of runs violated the display tolerance 
· 62.4000 % of runs violated the envelope-protection tolerance. 
· 21.6600 % of runs violated the AFPC tolerance. 
· 0.0000 % of runs met all tolerances. 

 
Figures 29–33 show the derived sideslip angle results. Figure 29 shows a noticeable correlation 
between the maximum sideslip angle error and the z-score of 𝐶𝐶yβ, and the magnitude of the error 
depends only on the z-score and not the sign of the error. This is a similar but more refined result 
that was shown for this stability derivative in figure 15, Case 1. Specifically, for Case 2, there are 
more z-scores between -1 to -3, and there are now many values between -3 to -4. The outlier now 
lies at -4.5. As shown in figure 15, the trend appears to be symmetric about the horizontal axis, 
suggesting that the magnitude of the error depends only on the z-score and not the sign of the error. 
Figure 30 shows the same correlation trend as figure 16, but with the data more refined. Figures 
31–33 show the same lack of correlation for these results as in Case 1, but with more data points 
that populate the trends shown in figures 17–19. The benefit of 10,000 runs versus 1,000 runs is 
clear, as the established trends are strengthened and less dispersed (i.e., more refined). 
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Figure 29. 𝑪𝑪𝑪𝑪𝑪𝑪 scatter plot for Case 2 

 

Figure 30. 𝑪𝑪𝑪𝑪𝑪𝑪 RMS error scatter plot for Case 2 
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Figure 31. 𝑪𝑪𝑪𝑪𝑪𝑪 RMS error scatter plot for Case 2 

 

Figure 32. 𝑪𝑪𝑪𝑪𝑪𝑪 RMS error scatter plot for Case 2 
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Figure 33. 𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪  RMS error scatter plot for Case 2 

3.3  CASE 3: UNCERTAIN S&C DERIVATIVES, 100,000 RUNS 

3.3.1  Overview 

Case 3 increased the number of iterations to 100,000. This is one order of magnitude more Monte 
Carlo iterations than Case 2 and two orders of magnitude more than Case 1. Figure 34 shows the 
error histograms for the AoA and sideslip angle absolute errors. Note that the sideslip angle error 
histogram is skewed by an outlier with a 50∘ maximum error. Figure 35 plots the RMS error 
histograms. The sideslip error RMS error histogram shows a similar distribution with the absolute 
errors. Corresponding to the result in Case 2, the AoA is skewed toward lower RMS errors, and 
the absolute AoA errors approximate a normal distribution centered near 1 degree error. Note that 
the sideslip error histogram is skewed by an outlier to the far right. 
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Figure 34. Case 3 error histograms 

 

Figure 35. Case 3 RMS error histograms 
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3.3.2  Angle-of-Attack 

For the derived AoA: 
 
· 0.9350 % of runs violated the display tolerance. 
· 57.8170 % of runs violated the envelope-protection tolerance. 
· 39.3500 % of runs violated the AFPC tolerance. 
· 1.8980 % of runs met all tolerances. 

 
As shown in figures 36 and 37, the 100,000 runs confirm the strong correlation trends seen earlier 
in Cases 1–2, but with more spread in the actual z-score values and a refinement in the values of 
the maximum errors. Figures 38 and 39 again demonstrate the lack of correlation shown in Cases 
1 and 2, but with more refinement.   
 

 

Figure 36. 𝑪𝑪𝑪𝑪𝑪𝑪 scatter plot for Case 3 
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Figure 37. 𝑪𝑪𝑪𝑪𝑪𝑪 RMS error scatter plot for Case 3 
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Figure 38. 𝑪𝑪𝑪𝑪𝑪𝑪 RMS error scatter plot for Case 3 

 

Figure 39. 𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪  RMS error scatter plot for Case 3 
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3.3.3  Sideslip Angle 

For the derived sideslip angle: 
 
· 15.8120 % of runs violated the display tolerance. 
· 62.0670 % of runs violated the envelope-protection tolerance. 
· 22.1210 % of runs violated the AFPC tolerance. 
· 0.0000 % of runs met all tolerances. 

 
As with the AoA, the sideslip angle results from the 100,000-run case confirms the earlier results 
shown for Cases 1 and 2 but with more refinement. Figures 40 and 41 display the strong correlation 
between the maximum sideslip angle error and the z-score of 𝐶𝐶yβ, and figures 42–44 confirm the 
lack of correlation shown in Cases 1 and 2.  
 

 

Figure 40. 𝑪𝑪𝑪𝑪𝑪𝑪 scatter plot for Case 3 
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Figure 41. 𝑪𝑪𝑪𝑪𝑪𝑪 scatter plot for Case 3 

 

Figure 42. 𝑪𝑪𝑪𝑪𝑪𝑪 RMS error scatter plot for Case 3 
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Figure 43. 𝑪𝑪𝑪𝑪𝑪𝑪 RMS error scatter plot for Case 3 

 

Figure 44. 𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪  RMS error scatter plot for Case 3 
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The results for Case 4 through Case 16 follow generally similar trends to those presented above 
for Cases 1–3. For the sake of brevity, those results are not shown here, but the reader is referred 
to appendix C for the plots for Cases 4–16.   
   
 
4.  SELECTED RESULTS 

This section presents selected figures showing time histories of results for derived AoA and 
sideslip angle calculations from parts of the Monte Carlo iterations. Note that there is initially an 
error of ~0.6 degrees at the start of the time histories. This is an artifact of the JSBSim initialization 
and should be ignored for purposes of algorithm evaluation.  
 
The times when the error thresholds were exceeded are shown in the figure, with green lines 
indicating the AFPC threshold, maroon lines indicating the envelope-protection threshold, and red 
lines indicating the pilot-display threshold. 
 
 Because of the similarity of the results, only 10,000 iteration cases are shown. 
 
4.1  NOMINAL CASE 

This section plots the derived AoA and sideslip angle for the nominal linear model S&C derivative. 
 
4.1.1  Angle-of-Attack 

Figure 45 shows that the nominal model values result in a derived AoA estimate that meets all the 
tolerances for approximately half of the time period, at which point the AFPC tolerance is 
exceeded, and then approximately 10 seconds later the envelope-protection tolerance is briefly 
exceeded. This error is likely because these derivatives are the nominal values for the linear model 
provided in Airplane Dynamics and Automatic Flight Controls, Part I and not the nominal values 
for the nonlinear model used by JSBSim. By visual inspection, the derived AoA appears to match 
the shape of the true AoA but with incorrect scaling. This suggests that 𝐶𝐶𝐿𝐿𝛼𝛼is the cause, as seen in 
section 3. Furthermore, it appears the DATCOM value is approximately at the 5∘ AoA mark, at 
which point it becomes smaller than the true 𝐶𝐶𝐿𝐿𝛼𝛼 value, causing a conservative overprediction of 
the AoA. 
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Figure 45. Derived AoA for nominal linear model 

4.1.2  Sideslip Angle 

Figure 46 plots the derived sideslip angle. Like the derived AoA, the derived sideslip meets all 
tolerances for a large part of the simulation time. The AFPC tolerance is briefly violated a few 
times after the 30-second mark, and later the envelope-protection tolerance is violated after the 45-
second mark. These exceedance times correspond approximately to changes in, and large values 
of, the roll and yaw rates (𝑝𝑝 and 𝑟𝑟, respectively), as seen in Figure 47, which plots the time histories 
of the lateral/directional state variables. 



 

45 

 

Figure 46. Derived sideslip angle for nominal linear model 

 

Figure 47. Time histories of lateral/directional state variables 



 

46 

 
4.2  CASE 1: UNCERTAIN S&C DERIVATIVES, 1000 RUNS 

4.2.1  Low-Error Example 

4.2.1.1  Angle-of-Attack 

Figure 48 plots the derived AoA seen in run 662 of Case 1, which is the best performance shown 
using the absolute error metric. 
 
Table 7 lists the values for the S&C power derivatives along with their z-scores. 

Table 7. Z-scores and S&C derivative values for run 662 of Case 1 

S&C Derivative Z-Score Value (1/rad) Nominal Value 
(1/rad) 

𝐶𝐶Lα 2.1438 4.8827 4.41 
𝐶𝐶Lq  -1.3078 2.8799 3.9 
𝐶𝐶LδE  -2.2163 0.3347 0.43 

 

 

Figure 48. Run 662 of Case 1 derived AoA 
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4.2.1.2  Sideslip Angle 

Figure 49 plots the derived sideslip angle seen in run 734 of Case 1. Table 8 lists the values for the 
S&C power derivatives along with their z-scores.  

Table 8. Z-scores and S&C derivative values for run 734 of Case 1 

S&C Derivative Z-Score Value (1/rad) Nominal Value 
(1/rad) 

𝐶𝐶yβ -1.5153 -0.5121 -0.393 
𝐶𝐶yp 1.7200 -0.0105 -0.075 
𝐶𝐶yr 0.2364 0.2392 0.214 
𝐶𝐶yδR  0.8128 0.2022 0.187 

 

 

Figure 49. Run 734 of Case 1 derived sideslip angle 

4.2.2  High-Error Example 

4.2.2.1  Angle-of-Attack 

Figure 50 is a time history of the true and derived AoA signals for run 145 of Case 1, with S&C 
derivatives listed in table 9. 
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Table 9. Z-scores and S&C derivative values for run 145 of Case 1 

S&C Derivative Z-Score Value (1/rad) Nominal Value 
(1/rad) 

𝐶𝐶Lα -2.9696 3.7552 4.41 
𝐶𝐶Lq  1.0050 4.6839 3.9 
𝐶𝐶LδE  0.1837 0.4379 0.43 

 
Here it is shown that derived AoA is close to the true value near the trim AoA at ~2.7∘, but it 
significantly underpredicts the AoA at higher AoA values (e.g., ~4∘). This run violates all the 
tolerances by the end of the run but is conservative because it predicts a high AoA earlier than it 
occurs. The lift curve slope is approximately 3σ below the nominal DATCOM value, which makes 
this case representative of an unlikely level of modeling error. The pitch-damping derivative and 
elevator effectiveness are both relatively common values, and the behavior of the derived AoA 
curve is nearly identical to the true AoA, modulo a scaling factor. This scaling factor is CLα, which 
consistently seems to be the most important parameter for accuracy. 
 

 

Figure 50. Run 145 of Case 1 derived AoA 

4.2.2.2  Sideslip Angle 

Figure 51 plots the derived sideslip angle seen in run 652 of Case 1. Table 10 lists the values for 
the S&C power derivatives along with their z-scores.  
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Table 10. Z-scores and S&C derivative values for run 652 of Case 1 

S&C Derivative Z-Score Value (1/rad) Nominal Value 
(1/rad) 

𝐶𝐶yβ 3.2316 -0.1390 -0.393 
𝐶𝐶yp -0.9840 -0.1119 -0.075 
𝐶𝐶yr -1.0832 0.0981 0.214 
𝐶𝐶yδR  -0.9037 0.1701 0.187 

 
Comparing Eqs. (1) and (2), the derivative 𝐶𝐶𝑦𝑦𝛽𝛽 appears to have the same scaling effect for the 
derived sideslip as the derivative 𝐶𝐶𝐿𝐿𝛼𝛼 does for the derived AoA. With a > 3𝜎𝜎 value of 𝐶𝐶𝑦𝑦𝛽𝛽, this 
effect is seen in the derived sideslip shown in figure 51. 
 

 

Figure 51. Run 652 of Case 1 derived sideslip angle 
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4.3  CASE 2: UNCERTAIN S&C DERIVATIVES, 10,000 RUNS 

4.3.1  Low-Error Example 

4.3.1.1  Angle-of-Attack 

Figure 52 plots the derived AoA seen in run 2879 of Case 2. Table 11 lists the values for the S&C  
power derivatives along with their z-scores. 

Table 11. Z-scores and S&C derivative values for Run 2879 of Case 2 

S&C Derivative Z-Score Value (1/rad) Nominal Value 
(1/rad) 

𝐶𝐶Lα 1.8233        4.8120 4.41 
𝐶𝐶Lq  1.2415 4.8684 3.9 
𝐶𝐶LδE  -2.9099 0.3049 0.43 

 

 

Figure 52. Run 2879 of Case 2 AoA estimate 

4.3.1.2  Sideslip Angle 

Figure 53 plots the derived sideslip angle seen in run 8736 of Case 2. Table 12 lists the values for 
the S&C power derivatives along with their z-scores.  
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Table 12. Z-scores and S&C derivative values for run 8736 of Case 2 

S&C Derivative Z-Score Value (1/rad) Nominal Value 
(1/rad) 

𝐶𝐶yβ -2.1648 -0.5632 -0.393 
𝐶𝐶yp 3.0014 0.0376 -0.075 
𝐶𝐶yr 1.2118 0.3437 0.214 
𝐶𝐶yδR  -1.3800 0.1652 0.187 

 

 

Figure 53. Run 8736 of Case 2 sideslip angle estimate 

4.3.2  High-Error Example 

4.3.2.1  Angle-of-Attack 

Figure 54 plots the derived AoA seen in run 936 of Case 2. Table 13 lists the values for the S&C 
power derivatives along with their z-scores. 
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Table 13. Z-scores and S&C derivative values for run 936 of Case 2 

S&C Derivative Z-Score Value (1/rad) Nominal Value 
(1/rad) 

𝐶𝐶Lα -3.6485   3.6055 4.41 
𝐶𝐶Lq  -0.2063    3.7391 3.9 
𝐶𝐶LδE  -1.9953 0.3442 0.43 

 

 

Figure 54. Run 936 of Case 2 AoA estimate 

4.3.2.2  Sideslip Angle 

Figure 55 plots the derived sideslip angle seen in run 5249 of Case 2. Table 14 lists the values for 
the S&C power derivatives along with their z-scores.  
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Table 14. Z-scores and S&C derivative values for run 5249 of Case 2 

S&C Derivative Z-Score Value (1/rad) Nominal Value 
(1/rad) 

𝐶𝐶yβ 4.5527 -0.0352 -0.393 
𝐶𝐶yp 0.2385  -0.0661 -0.075 
𝐶𝐶yr 0.3750 0.2541 0.214 
𝐶𝐶yδR  -0.4775 0.1781 0.187 

 

 

Figure 55. Run 5249 of Case 2 sideslip angle estimate 

4.4  CASE 4: LOW SENSOR NOISE, 10,000 RUNS 

4.4.1  Low-Error Example 

4.4.1.1  Angle-of-Attack 

Figure 56 plots the derived AoA seen in run 6822 of Case 4.  
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Figure 56. AoA estimate for run 6822 of Case 4 

4.4.1.2  Sideslip Angle 

Figure 57 plots the derived sideslip angle seen in run 5413 of Case 4. 
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Figure 57. Sideslip angle estimate for run 5413 of Case 4 

4.4.2  High-Error Example 

4.4.2.1  Angle-of-Attack 

Figure 58 plots the derived AoA seen in run 1930 of Case 4.  
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Figure 58. AoA estimate for run 1930 of Case 4 

4.4.2.2  Sideslip Angle 

Figure 59 plots the derived sideslip angle seen in run 1847 of Case 4. 
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Figure 59. Sideslip angle estimate for run 1847 of Case 4 

4.5  CASE 6: MEDIUM SENSOR NOISE, 10,000 RUNS 

4.5.1  Low-Error Example 

4.5.1.1  Angle-of-Attack 

Figure 60 plots the derived AoA seen in run 4651 of Case 6.  
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Figure 60. AoA estimate for run 4651 of Case 6 

4.5.1.2  Sideslip Angle 

Figure 61 plots the derived sideslip angle seen in run 7718 of Case 6. 
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Figure 61. Sideslip angle estimate for run 7718 of Case 6 

 
4.5.2  High-Error Example 

4.5.2.1  Angle-of-Attack 

Figure 62 plots the derived AoA seen in run 8555 of Case 6.  
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Figure 62. AoA estimate for run 8555 of Case 6 

4.5.2.2  Sideslip Angle 

Figure 63 plots the derived sideslip angle seen in run 753 of Case 6. 
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Figure 63. Sideslip angle estimate for run 753 of Case 6 

4.6  CASE 8: HIGH SENSOR NOISE, 10,000 RUNS  

4.6.1  Low-Error Example 

4.6.1.1   Angle-of-Attack 

Figure 64 plots the derived AoA seen in run 190 of Case 8.  
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Figure 64. AoA estimate for run 190 of Case 8 

4.6.1.2  Sideslip Angle 

Figure 65 plots the derived sideslip angle seen in run 3751 of Case 8. 
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Figure 65. Sideslip angle estimate for run 3751 of Case 8 

4.6.2  High-Error Example 

4.6.2.1   Angle-of-Attack 

Figure 66 plots the derived AoA seen in run 6341 of Case 8.  
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Figure 66. AoA estimate for run 6341 of Case 8 

4.6.2.2  Sideslip Angle 

Figure 67 plots the derived sideslip angle seen in run 3422 of Case 8. 
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Figure 67. Sideslip angle estimate for run 3422 of Case 8 

4.7  CASE 13: DOUBLET INPUTS, UNCERTAIN S&C 

4.7.1  Low-Error Example 

4.7.1.1  Angle-of-Attack 

Figure 68 plots the derived AoA seen in run 4716 of Case 13. Table 15 lists the values for the S&C 
power derivatives along with their z-scores. 

Table 15. Z-scores and S&C derivative values for run 4716 of Case 13 

S&C Derivative Z-Score Value (1/rad) Nominal 
Value (1/rad) 

𝐶𝐶Lα 0.0475 4.4205 4.41 
𝐶𝐶Lq  -0.5280 3.4882 3.9 
𝐶𝐶LδE  -0.8780 0.3922 0.43 
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Figure 68.  Run 4716 of Case 13 AoA estimate 

4.7.1.2  Sideslip Angle 

Figure 69 plots the derived sideslip angle seen in run 3770 of Case 13. Table 16 lists the values 
for the S&C power derivatives along with their z-scores.  

Table 16. Z-scores and S&C derivative values for run 3770 of Case 13 

S&C Derivative Z-Score Value (1/rad) Nominal Value 
(1/rad) 

𝐶𝐶yβ -0.1470 -0.4046 -0.393 
𝐶𝐶yp 0.7173 -0.0481 -0.075 
𝐶𝐶yr -0.4817 0.1625 0.214 
𝐶𝐶yδR  0.9981 0.2057 0.187 
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Figure 69. Run 3770 of Case 13 sideslip angle estimate 

4.7.2  High-Error Example 

4.7.2.1  Angle-of-Attack 

Figure 70 plots the derived AoA seen in run 596 of Case 13. Table 17 lists the values for the S&C 
power derivatives along with their z-scores. 

Table 17. Z-scores and S&C derivative values for run 596 of Case 13 

S&C Derivative Z-Score Value (1/rad) Nominal Value 
(1/rad) 

𝐶𝐶Lα 2.2069        4.8966 4.41 
𝐶𝐶Lq  0.1391 4.0085 3.9 
𝐶𝐶LδE  -0.1166 0.4250 0.43 
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Figure 70. Run 596 of Case 13 AoA estimate 

4.7.2.2  Sideslip Angle 

Figure 71 plots the derived sideslip angle seen in run 4843 of Case 13. Table 18 lists the values 
for the S&C power derivatives along with their z-scores.  

Table 18. Z-scores and S&C derivative values for run 4843 of Case 13 

S&C Derivative Z-Score Value (1/rad) Nominal Value 
(1/rad) 

𝐶𝐶yβ 0.7536 -0.3338 -0.393 
𝐶𝐶yp -1.2413 -0.1215 -0.075 
𝐶𝐶yr -0.0554 0.2081 0.214 
𝐶𝐶yδR  0.6956 0.2000 0.187 
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Figure 71. Run 4843 of Case 13 sideslip angle estimate 

4.8  CASE 15: DOUBLET INPUTS, MEDIUM SENSOR NOISE 

4.8.1  Low-Error Example 

4.8.1.1  Angle-of-Attack 

Figure 72 plots the derived AoA seen in run 9839 of Case 15.  
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Figure 72. AoA estimate for run 9839 of Case 15 

4.8.1.2  Sideslip Angle 

Figure 73 plots the derived sideslip angle seen in run 826 of Case 15. 
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Figure 73. Sideslip angle estimate for run 826 of Case 15 
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4.8.2  High-Error Example 

4.8.2.1  Angle-of-Attack 

Figure 74 plots the derived AoA seen in run 5920 of Case 15.  
 

 

Figure 74. AoA estimate for run 5920 of Case 15 

4.8.2.2  Sideslip Angle 

Figure 75 plots the derived sideslip angle seen in run 3922 of Case 15. 
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Figure 75. Sideslip angle estimate for run 3922 of Case 15 

4.9  CASE 16: DOUBLET INPUTS, HIGH SENSOR NOISE 

4.9.1  Low-Error Example 

4.9.1.1  Angle-of-Attack 

Figure 76 plots the derived AoA seen in run 457 of Case 16.  
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Figure 76. AoA estimate for run 457 of Case 16 

4.9.1.2  Sideslip Angle 

Figure 77 plots the derived sideslip angle seen in run 8811 of Case 16. 
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Figure 77. Sideslip angle estimate for run 8811 of Case 16 
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4.9.2  High-Error Example 

4.9.2.1  Angle-of-Attack 

Figure 78 plots the derived AoA seen in run 7965 of Case 16.  
 

 

Figure 78. AoA estimate for run 7965 of Case 16 

4.9.2.2  Sideslip Angle 

Figure 79 plots the derived sideslip angle seen in run 5287 of Case 16. 
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Figure 79. Sideslip angle estimate for run 5287 of Case 16 

5.  SUMMARY OF RESULTS 

5.1  CASES 1–3 EFFECT OF S&C DERIVATIVES—UNCERTAINTY 

1. The magnitude of the error greatly depends on the 𝐶𝐶𝐿𝐿𝛼𝛼 and 𝐶𝐶𝑦𝑦𝛽𝛽 terms. For the derived AoA, 
the minimum error occurs at a 𝐶𝐶𝐿𝐿𝛼𝛼 1.5𝜎𝜎 − 2𝜎𝜎 above the DATCOM value, suggesting a 
difference between the DATCOM and JSBSim models. Because the 𝐶𝐶𝐿𝐿𝛼𝛼  and 𝐶𝐶𝑦𝑦𝛽𝛽  terms 
control the scaling of the derived AoA and sideslip, this causes the algorithm to perform 
worse than expected. However, if the nominal value of the lift curve slope is shifted to the 
value suggested by the error analysis, the results are as expected. The derived AoA value 
is extremely sensitive to the lift curve slope, and results suggest that a single value of 𝐶𝐶𝐿𝐿𝛼𝛼 
is insufficient and that 𝐶𝐶𝐿𝐿𝛼𝛼may need to be scheduled based on the derived AoA itself, 
although the performance of this approach was not evaluated in this work.  

2. For the derived AoA, 𝐶𝐶𝐿𝐿𝛼𝛼 values below the nominal value lead to conservative predictions 
of the derived AoA (i.e., derived AoA is larger than true AoA), and values above the 
nominal value lead to derived AoA values less than the true AoA. 

3. There appears to be no correlation between the 𝐶𝐶Lq modeling errors represented by the z-
scores and the resulting error in derived AoA. Furthermore, it does not appear that there is 
an effect caused by whether the modeled 𝐶𝐶Lq  is above or below the nominal value. Similar 
results hold for 𝐶𝐶𝐿𝐿𝛿𝛿𝐸𝐸 . 
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4. A low level of modeling error/model uncertainty is sufficient to violate the AFPC 
tolerances, but the uncertainty needed to violate the envelope-protection and pilot display 
thresholds tend to be outside the level of modeling error experienced in practice. 

5. Considering the derivative 𝐶𝐶yβ , the effect of the sideslip angle on the sideforce, there 
appears to be a noticeable correlation between the maximum sideslip angle error and the 
z-score of 𝐶𝐶yβ. This trend suggests that the magnitude of the error depends only on the z-
score and not the sign of the error. The plot of sideslip angle RMS errors against the z-
scores of the derivative 𝐶𝐶yβ  clearly shows a relationship between the two parameters. The 
more negative the 𝐶𝐶yβ  z-score, the worse the error in the derived sideslip angle.  

6. The derivatives 𝐶𝐶Lq , 𝐶𝐶LδE , 𝐶𝐶yp , 𝐶𝐶yr , and 𝐶𝐶yδR  are shown to have no correlation between 
their variations and the resulting maximum and RMS errors in derived AoA and sideslip 
errors.  

7. The 100,000-run case shows similar behavior to the 10,000-run case, suggesting that 
10,000 runs are sufficient to verify the algorithm performance. 

 
5.2  CASES 4–9  IMU OUTPUTS—BIAS AND NOISE 

1. Cases 4–5 show that the AoA algorithm can be used for envelope protection with the low 
level of sensor noise because all runs meet the envelope-protection tolerances. Nearly 85% 
of runs violate the AFPC tolerances for AoA. The performance for sideslip is considerably 
worse, with all runs violating the envelope-protection tolerances.  

2. Cases 6–7 consider a medium level of sensor noise. With this increased noise, the derived 
AoA violates the envelope-protection tolerances in every run. The sideslip now 
consistently violates the pilot display tolerances, with errors in the range of 5–7 degrees.  

3. Cases 8–9 consider a high level of sensor noise. More than 55% of the AoA runs violate 
the display tolerance, with the remainder violating the envelope-protection tolerance. The 
sideslip angle always violates the pilot display tolerances with errors in the range of 6–11 
degrees, making it effectively useless. 

4. Note that these results are degraded by increased error caused by the 𝐶𝐶𝐿𝐿𝛼𝛼  value 
overpredicting the derived A-A at higher AoA flight phases.  

5.3  CASES 10–12 COMBINED S&C DERIVATIVES AND IMU OUTPUTS 

1. Case 10 presents low sensor noise with model uncertainty. The combination of the two 
error sources degrades the performance of the algorithm, with the poorer performance from 
the sensor noise and the greater variability from the uncertain S&C derivatives. For Case 
10, the uncertain S&C derivatives have the dominant effect, with the worst errors resulting 
from erroneous derivatives. Conclusions from cases 1–3 hold with respect to the effect of 
the derivative terms. The AoA is usable for pilot display, whereas the sideslip angle 
violates the loosest tolerance the majority of the time. 

2. Case 11 consists of medium sensor noise with uncertain S&C derivatives. Here, the noise 
terms have more effect, although the uncertain derivatives still dominate. The different 
S&C derivatives still behave according to the above analysis. The derived AoA is usable 
for pilot display more than 80% of the time. Derived sideslip now uniformly violates all 
tolerances. 
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3. Case 12 shows the effect of the combination of high sensor noise and uncertain derivatives. 
The sensor noise now begins to dominate, with the effect of the modeling errors becoming 
less noticeable in the z-score plots, which become more scattered. This effect is less 
noticeable on the sideslip angle plots, which better retain their trends. The derived AoA 
violates the display tolerance in approximately 55% of runs with these conditions. 

5.4  CASES 13–16 DOUBLET FLIGHT CONDITIONS 

1. The results from the previous flight condition hold for the doublet flight condition for the 
case of uncertain S&C derivatives. There is once again a definite relationship between 
𝐶𝐶Lαz-scores and RMS error, which appears to show the same shape as in Case 1, with the 
difference of being shifted along the z-score axis and the minimum RMS errors occurring 
at z-scores of approximately -2. This likely is a result of the nominal S&C derivatives from 
the Roskam text not matching the JSBSim model. Additionally, the AoA values do not 
change much once the short-period from the elevator doublet finishes, and, therefore, the 
“nominal” values have a somewhat constant bias for a 40-second period. 

2. The derivatives 𝐶𝐶Lq , 𝐶𝐶LδE , 𝐶𝐶yp , 𝐶𝐶yr , and 𝐶𝐶yδR  are shown to have no correlation between 
their variations and the resulting maximum and RMS errors in derived AoA and sideslip 
errors. In particular, the derivatives 𝐶𝐶Lqand 𝐶𝐶LδEshow much less correlation than in the 
previous flight condition. 

3. The effect of sensor noise matches that of the previous flight condition. 

6.  RECOMMENDATIONS 

The specific recommendations produced by this work are as follows: 
 
1. The derived AoA and beta analytic and simulation tools developed in this work are 

sufficient to assess algorithm and sensor performance. Results presented in this report show 
good agreement with truth models and demonstrate that the modeling errors and sensor 
errors can be adjusted in a reasonable way to permit evaluation of the results.  

2. Accurate aerodynamic parameters and quantification of sensor noise are essential in 
bounding the uncertainty in derived AoA and beta. The methods and tools developed for 
this project allow for this bounding to be evaluated in detail for a variety of aircraft and 
sensors.  

3. AFPC systems are the most demanding application of the derived AoA and beta algorithms 
and require the highest fidelity aerodynamic models and sensor data.  

4. The initial algorithm testing and validation work was completed using a limited dataset. 
Further testing is needed to validate the derived AoA and beta algorithms across a broad 
range of flight conditions and on aircraft with different performance characteristics. 

5. Additional testing using the methods and tools developed for this project in conjunction 
with actual flight hardware is required to demonstrate the real-world performance of the 
algorithms, in the context of unknown aerodynamic and sensor-noise characteristics.  

6. Using the tools and techniques developed in this work with additional testing of the 
algorithms on different real-world platforms will provide the data necessary to inform 
future derived AoA and beta standards. 
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APPENDIX A—TEST PLAN AND SCHEDULE 

TEST PLAN AND SCHEDULE 

DERIVED ANGLE-OF-ATTACK AND 

DERIVED SIDESLIP ANGLE 
Version 2 

1. Test Objectives 
 

a. Determine acceptable limiting values of the terms that appear in equations for 
Derived Angle-of-Attack (AOA) and Derived Sideslip Angle (Beta), to specified 
accuracies.  

b. Determine both individual limiting values and combinations of limiting values. 
c. Evaluate the effects: 
 

i. Uncertainty in vehicle dynamics 
ii. Sensor errors and noise 

iii. Atmospheric gust and turbulence 
 
d. Use the determined limits to specify guidelines and requirements on sensor 

accuracy for Derived AOA and Derived Beta avionics .  
 

2. Methods 
 

a. Holzapfel equations for Derived AOA and Derived Beta. 
b. Monte Carlo simulation using a nonlinear model of the aircraft’s dynamics.  
 

i. Use pilot inputs recorded from the Engineering Flight Simulator as the 
inputs for the simulation runs.  

ii. Vary the items listed in 1 c), individually and in combinations.  
iii. Start with 1000 simulation runs for the Monte Carlo. Modify this value as 

the analysis progresses.  
 

c. Flight conditions to be evaluated: 
 

i. Approach 
ii. Wings-level stall   

 
d. Aircraft to be evaluated: 

 
i. Cessna 172 

ii. Adaptive Aerospace aircraft 
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3. Test Metrics 
The test metrics are specified values for the acceptable error levels in Derived AOA and 
Derived Beta. The specified values for Derived AOA correspond to use cases as follows: 

 
a. Envelope Protection = 1.0 degrees 
b. Display = 2.0 degrees 
c. Fly by Wire = 0.5 degrees  

 
User specified values for Derived Beta have not yet been determined.  

 
4. Test Matrix 

The test matrix is presented in the Excel file “Test Plan for Monte Carlo Analysis 
Ver3.xlsx.” 

 
5. Schedules 
 
Cirrus Jet 
 
 26–29 August 
 
Monte Carlo 
 

a) Stability derivative variations 
29 August–1 September 

b) Sensor noise variations 
2–6 September 

c) Combined stability derivative and sensor noise variations 
7–14 September 

 
Final Technical Report 
 

Provide first draft to sponsor by 23 September 
 



 

B-1 

APPENDIX B—TEST MATRIX 

Test and Evaluation Plan for Monte Carlo Analysis of Derived AOA 
Version 2.0       
21-Aug-16       

      
       
       
Aircraft: Cessna 172      
       
       
Maneuver Set 1: Power Approach: 70 KIAS, 1,000 feet AGL  
       
Series 1       
       
Stability and Control Derivatives - Uncertainty   
       
Case 1: Low       
Case 2: Medium      
Case 3: High       
       
       
       
Series 2       
       
IMU Outputs - Bias and Noise     
       
Case 4: Low       
Case 5: Medium      
Case 6: High       
       
       
       
Series 3       
       
Combined Stability and Control Derivatives + IMU Outputs  
       
Case 7: Low       
Case 8: Medium      
Case 9: High       
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Maneuver Set 2: Wings Level Stall: 63 KIAS, 2,000 feet AGL  
       
Series 4       
       
Stability and Control Derivatives - Uncertainty   
       
Case 10: Low       
Case 11: Medium      
Case 12: High       
       
       
       
Series 5       
       
IMU Outputs - Bias and Noise     
       
Case 13: Low       
Case 14: Medium      
Case 15: High       
       
       
       
Series 6       
       
Combined Stability and Control Derivatives + IMU Outputs  
       
Case 16: Low       
Case 17: Medium      
Case 18: High       
       
       
       
       

 



 

C-1 

APPENDIX C—SUPPORTING FIGURES 

C.1  CASE 4: LOW SENSOR NOISE, 10,000 RUNS 

C.1.1  OVERVIEW 

Case 4 consisted of 10,000 Monte Carlo iterations with noise added to the signals used to calculate 
the derived AoA and sideslip angle. The characteristics of a low-noise-level sensor package were 
used. 
 
Figure C-1 plots histograms of the absolute errors for AoA and sideslip angle estimates, whereas 
figure C-2 plots the histograms for the corresponding RMS errors. In figure C-1, the histograms 
show a skewed distribution, although the effect is less pronounced on the sideslip angle. The 
histograms of the RMS errors in figure C-2 are, however, standard normal distributions. 
 

 

Figure C-1. Error histograms for Case 4 
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Figure C-2. RMS error histograms for Case 4 

C.1.2. ANGLE-OF-ATTACK 

For the derived AoA: 
 
· 0.0000 % of runs violated the display tolerance. 
· 99.9700 % of runs violated the envelope-protection tolerance. 
· 0.0300 % of runs violated the AFPC tolerance. 
· 0.0000 % of runs met all tolerances. 

 
C.1.3. SIDESLIP ANGLE 

For the derived sideslip angle: 
 
· 95.1800 % of runs violated the display tolerance. 
· 14.8200 % of runs violated the envelope-protection tolerance. 
· 0.0000 % of runs violated the AFPC tolerance. 
· 0.0000 % of runs met all tolerances. 

 
C.2 CASE 5: LOW SENSOR NOISE, 100,000 RUNS 

C.2.1 OVERVIEW 

Case 5 repeated Case 4 with 100,000 Monte Carlo runs. 
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Figure C-3. Error histograms for Case 5 
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Figure C-4. RMS error histograms for Case 5 

C.2.2 ANGLE-OF-ATTACK 

For the derived AoA: 
 
· 0.0000 % of runs violated the display tolerance. 
· 99.9810 % of runs violated the envelope-protection tolerance. 
· 0.0190 % of runs violated the AFPC tolerance. 
· 0.0000 % of runs met all tolerances. 

 
C.2.3  SIDESLIP ANGLE 

For the derived sideslip angle: 
 
· 95.2590 % of runs violated the display tolerance. 
· 4.7410 % of runs violated the envelope-protection tolerance. 
· 0.0000 % of runs violated the AFPC tolerance. 
· 0.0000 % of runs met all tolerances. 

 
C.3  CASE 6: MEDIUM SENSOR NOISE, 10,000 RUNS 

Case 6 consists of 10,000 Monte Carlo iterations with noise added to the signals used to calculate 
the derived AOA and sideslip angle. The characteristics of a medium noise level sensor package 
were used. 
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C.3.1.  OVERVIEW 

 

Figure C-5. Error histograms for Case 6 
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Figure C-6. RMS error histograms for Case 6 

C.3.2  ANGLE-OF-ATTACK 

For the derived AoA: 
 
· 0.0000 % of runs violated the display tolerance. 
· 100.0000 % of runs violated the envelope-protection tolerance. 
· 0.0000 % of runs violated the AFPC tolerance. 
· 0.0000 % of runs met all tolerances. 

 
C.3.3  SIDESLIP ANGLE 

For the derived sideslip angle: 
 
· 100.0000 % of runs violated the display tolerance. 
· 0.0000 % of runs violated the envelope-protection tolerance. 
· 0.0000 % of runs violated the AFPC tolerance. 
· 0.0000 % of runs met all tolerances. 

 
C.4  CASE 7: MEDIUM SENSOR NOISE, 100,000 RUNS 

C.4.1  OVERVIEW 

Case 7 repeated Case 6 with 100,000 Monte Carlo iterations. 



 

C-7 

 

Figure C-7. Error histograms for Case 7 

 

Figure C-8. RMS error histograms for Case 7 
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C.4.2  ANGLE-OF-ATTACK 

For the derived AoA: 
 
· 0.0000 % of runs violated the display tolerance. 
· 100.0000 % of runs violated the envelope-protection tolerance. 
· 0.0000 % of runs violated the AFPC tolerance 
· 0.0000 % of runs met all tolerances. 

 
C.4.3  SIDESLIP ANGLE 

For the derived sideslip angle: 
 
· 100.0000 % of runs violated the display tolerance. 
· 0.0000 % of runs violated the envelope-protection tolerance. 
· 0.0000 % of runs violated the AFPC tolerance. 
· 0.0000 % of runs met all tolerances. 

 
C.5  CASE 8: HIGH SENSOR NOISE, 10,000 RUNS 

C.5.1  OVERVIEW 

Case 8 consisted of 10,000 Monte Carlo iterations with noise added to the signals used to calculate 
the derived AoA and sideslip angle. The characteristics of a high-noise-level sensor package were 
used. 
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Figure C-9. Error histograms for Case 8 

 

Figure C-10. RMS error histograms for Case 8 
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C.5.2  ANGLE-OF-ATTACK 

For the derived AoA: 
 
· 57.0300 % of runs violated the display tolerance. 
· 42.9700 % of runs violated the envelope-protection tolerance. 
· 0.0000 % of runs violated the AFPC tolerance. 
· 0.0000 % of runs met all tolerances. 

 
C.5.3  SIDESLIP ANGLE 

For the derived sideslip angle: 
 
· 100.0000 % of runs violated the display tolerance. 
· 0.0000 % of runs violated the envelope-protection tolerance. 
· 0.0000 % of runs violated the AFPC tolerance. 
· 0.0000 % of runs met all tolerances. 

 
C.6  CASE 9: HIGH SENSOR NOISE, 100,000 RUNS 

C.6.1  OVERVIEW 

Case 9 repeated Case 8 with 100,000 runs. 
 

 

Figure C-11. Error histograms for Case 9 
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Figure C-12. RMS error histograms for Case 9 

C.6.2  ANGLE-OF-ATTACK 

For the derived AoA: 
 
· 56.4450 % of runs violated the display tolerance. 
· 43.5550 % of runs violated the envelope-protection tolerance. 
· 0.0000 % of runs violated the AFPC tolerance. 
· 0.0000 % of runs met all tolerances. 

 
C.6.3  SIDESLIP ANGLE 

For the derived sideslip angle: 
 
· 100.0000 % of runs violated the display tolerance. 
· 0.0000 % of runs violated the envelope-protection tolerance. 
· 0.0000 % of runs violated the AFPC tolerance. 
· 0.0000 % of runs met all tolerances. 
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C.7  CASE 10: UNCERTAIN S&C DERIVATIVES, LOW SENSOR NOISE, 10,000 RUNS 

C.7.1  OVERVIEW 

Case 10 consisted of randomized S&C derivatives simulating modeling errors, with added low-
level sensor noise. Ten thousand iterations were run. 
 

 

Figure C-13. Case 10 error histograms 



 

C-13 

 

Figure C-14. Case 10 RMS error histograms 

C.7.2  ANGLE-OF-ATTACK 

For the derived AoA, 
 
· 2.0500 % of runs violated the display tolerance. 
· 69.1100 % of runs violated the envelope-protection tolerance. 
· 28.8300 % of runs violated the AFPC tolerance. 
· 0.0100 % of runs met all tolerances. 
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Figure C-15. 𝑪𝑪𝑪𝑪𝑪𝑪 scatter plot for Case 10 

 

Figure C-16. 𝑪𝑪𝑪𝑪𝑪𝑪 RMS error scatter plot for Case 10 
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Figure C-17. 𝑪𝑪𝑪𝑪𝑪𝑪 RMS error scatter plot for Case 10 

 

Figure C-18. 𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪  RMS error scatter plot for Case 10 
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The simulated modeling error from the variation of S&C derivatives appears to dominate the low 
level of sensor noise based on the above figures. 
 
C.7.3  SIDESLIP ANGLE 

For the derived sideslip angle: 
 
· 86.2900 % of runs violated the display tolerance. 
· 13.7100 % of runs violated the envelope-protection tolerance. 
· 0.0000 % of runs violated the AFPC tolerance. 
· 0.0000 % of runs met all tolerances. 

 

 

Figure C-19. 𝑪𝑪𝑪𝑪𝑪𝑪 scatter plot for Case 10 
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Figure C-20. 𝑪𝑪𝑪𝑪𝑪𝑪 RMS error scatter plot for Case 10 

 

Figure C-21. 𝑪𝑪𝑪𝑪𝑪𝑪 RMS error scatter plot for Case 10 
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Figure C-22. 𝑪𝑪𝑪𝑪𝑪𝑪 RMS error scatter plot for Case 10 

 

Figure C-23. 𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪  RMS error scatter plot for Case 10 
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C.8  CASE 11: UNCERTAIN S&C DERIVATIVES, MEDIUM SENSOR NOISE, 10,000 
RUNS 

C.8.1  OVERVIEW 

Case 11 consisted of randomized S&C derivatives simulating modeling errors, with added 
medium-level sensor noise. Again, 10,000 iterations were run. 
 

 

Figure C-24. Case 11 error histograms 



 

C-20 

 

Figure C-25. Case 11 error histograms 

C.8.2  ANGLE-OF-ATTACK 

For the derived AoA: 
 
· 11.3000 % of runs violated the display tolerance. 
· 81.4700 % of runs violated the envelope-protection tolerance. 
· 7.2300 % of runs violated the AFPC tolerance. 
· 0.0000 % of runs met all tolerances. 
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Figure C-26. 𝑪𝑪𝑪𝑪𝑪𝑪 scatter plot for Case 11 

 

Figure C-27. 𝑪𝑪𝑪𝑪𝑪𝑪 RMS error scatter plot for Case 11 
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Figure C-28. 𝑪𝑪𝑪𝑪𝑪𝑪 RMS error scatter plot for Case 11 

 

Figure C-29. 𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪   RMS error scatter plot for Case 11 
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C.8.3  SIDESLIP ANGLE 

For the derived sideslip angle: 
 
· 100.0000 % of runs violated the display tolerance. 
· 0.0000 % of runs violated the envelope-protection tolerance. 
· 0.0000 % of runs violated the AFPC tolerance. 
· 0.0000 % of runs met all tolerances. 

 

 

Figure C-30. 𝑪𝑪𝑪𝑪𝑪𝑪 scatter plot for Case 11 
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Figure C-31. 𝑪𝑪𝑪𝑪𝑪𝑪 RMS error scatter plot for Case 11 

 

Figure C-32. 𝑪𝑪𝑪𝑪𝑪𝑪 RMS error scatter plot for Case 11 
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Figure C-33. 𝑪𝑪𝑪𝑪𝑪𝑪 RMS error scatter plot for Case 11 

 

Figure C-34. 𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪  RMS error scatter plot for Case 11 



 

C-26 

C.9  CASE 12: UNCERTAIN S&C DERIVATIVES, HIGH SENSOR NOISE, 10,000 RUNS 

C.9.1  OVERVIEW 

Case 12 consisted of randomized S&C derivatives simulating modeling errors, with added high-
level sensor noise. Again, 10,000 iterations were run. 
 

 

Figure C-35. Case 12 error histograms 
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Figure C-36. Case 12 RMS error histograms 

C.9.2  ANGLE-OF-ATTACK 

For the derived AoA: 
 
· 55.5200 % of runs violated the display tolerance. 
· 44.4800 % of runs violated the envelope-protection tolerance. 
· 0.0000 % of runs violated the AFPC tolerance. 
· 0.0000 % of runs met all tolerances. 

 
Observing figures 81–82, the effect of the sensor noise dominates the modeling errors. 
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Figure C-37. 𝑪𝑪𝑪𝑪𝑪𝑪 scatter plot for Case 12 

 

Figure C-38. 𝑪𝑪𝑪𝑪𝑪𝑪 RMS error scatter plot for Case 12 
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Figure C-39. 𝑪𝑪𝑪𝑪𝑪𝑪 RMS error scatter plot for Case 12 

 

Figure C-40. 𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪  RMS error scatter plot for Case 12 
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C.9.3  SIDESLIP ANGLE 

For the derived sideslip angle: 
 
· 100.0000 % of runs violated the display tolerance. 
· 0.0000 % of runs violated the envelope-protection tolerance. 
· 0.0000 % of runs violated the AFPC tolerance. 
· 0.0000 % of runs met all tolerances. 

 

 

Figure C-41. 𝑪𝑪𝑪𝑪𝑪𝑪 scatter plot for Case 12 
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Figure C-42. 𝑪𝑪𝑪𝑪𝑪𝑪 RMS error scatter plot for Case 12 

 

Figure C-43. 𝑪𝑪𝑪𝑪𝑪𝑪 RMS error scatter plot for Case 12 
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Figure C-44. 𝑪𝑪𝑪𝑪𝑪𝑪 RMS error scatter plot for Case 12 

 

Figure C-45. 𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪  RMS error scatter plot for Case 12 
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C.10  CASE 13: UNCERTAIN S&C DERIVATIVES, DOUBLET INPUTS, 10,000 RUNS 

C.10.1  OVERVIEW 

Case 13 consisted of randomized S&C derivatives simulating modeling errors with doublet inputs 
for each control. Again, 10,000 iterations were run. 
 

 

Figure C-46. Case 13 absolute error histograms 
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Figure C-47. Case 13 RMS error histograms 

 
C.10.2  ANGLE-OF-ATTACK 

For the derived AoA: 
 
· 0.0000 % of runs violated the display tolerance. 
· 0.0000 % of runs violated the envelope-protection tolerance. 
· 19.3600 % of runs violated the AFPC tolerance. 
· 80.6400 % of runs met all tolerances. 

 



 

C-35 

 

Figure C-48. 𝑪𝑪𝑪𝑪𝑪𝑪 scatter plot for Case 13 

 

Figure C-49. 𝑪𝑪𝑪𝑪𝑪𝑪 RMS error scatter plot for Case 13 
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Figure C-50. 𝑪𝑪𝑪𝑪𝑪𝑪 RMS error scatter plot for Case 13 

 

Figure C-51. 𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪  RMS error scatter plot for Case 13 
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C.10.3  SIDESLIP ANGLE 

For the derived sideslip angle: 
 
· 0.0100 % of runs violated the display tolerance. 
· 0.9300 % of runs violated the envelope-protection tolerance. 
· 20.9600 % of runs violated the AFPC tolerance. 
· 78.1000 % of runs met all tolerances. 

 

 

Figure C-52. 𝑪𝑪𝑪𝑪𝑪𝑪 scatter plot for Case 13 
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Figure C-53. 𝑪𝑪𝑪𝑪𝑪𝑪 RMS error scatter plot for Case 13 

 

Figure C-54. 𝑪𝑪𝑪𝑪𝑪𝑪 RMS error scatter plot for Case 13 
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Figure C-55. 𝑪𝑪𝑪𝑪𝑪𝑪 RMS error scatter plot for Case 13 

 

Figure C-56. 𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪  RMS error scatter plot for Case 13 
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C.11  CASE 14: LOW SENSOR NOISE, DOUBLET INPUTS, 10,000 RUNS 

C.11.1  OVERVIEW 

Case 14 consisted of added low-level sensor noise and doublet inputs for each control. Again, 
10,000 iterations were run. 
 

 

Figure C-57. Case 14 error histograms 
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Figure C-58. Case 14 RMS error histograms 

C.11.2  ANGLE-OF-ATTACK 

For the derived AoA: 
 
· 0.0000 % of runs violated the display tolerance. 
· 0.0000 % of runs violated the envelope-protection tolerance. 
· 41.3100 % of runs violated the AFPC tolerance, 
· 58.6900 % of runs met all tolerances. 

 
C.11.3  SIDESLIP ANGLE 

For the derived sideslip angle, 
 
· 0.0000 % of runs violated the display tolerance. 
· 100.0000 % of runs violated the envelope-protection tolerance. 
· 0.0000 % of runs violated the AFPC tolerance. 
· 0.0000 % of runs met all tolerances. 
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C.12  CASE 15: MEDIUM SENSOR NOISE, DOUBLET INPUTS, 10,000 RUNS 

C.12.1  OVERVIEW 

Case 15 consisted of added medium-level sensor noise and doublet inputs for each control. Again, 
10,000 iterations were run. 
 

 

Figure C-59. Case 15 error histograms 
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Figure C-60. Case 15 RMS error histograms 

C.12.2  ANGLE-OF-ATTACK 

For the derived AoA: 
 
· 0.0000 % of runs violated the display tolerance. 
· 0.0000 % of runs violated the envelope-protection tolerance. 
· 100.0000 % of runs violated the AFPC tolerance. 
· 0.0000 % of runs met all tolerances. 

 
C.12.3  SIDESLIP ANGLE 

For the derived sideslip angle: 
 
· 100.0000 % of runs violated the display tolerance. 
· 0.0000 % of runs violated the envelope-protection tolerance. 
· 0.0000 % of runs violated the AFPC tolerance. 
· 0.0000 % of runs met all tolerances. 
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C.13  CASE 16: HIGH SENSOR NOISE, DOUBLET INPUTS, 10,000 RUNS 

C.13.1  OVERVIEW 

Case 16 consisted of added high-level sensor noise and doublet inputs for each control. Again, 
10,000 iterations were run. 
 

 

Figure C-61. Case 16 error histograms 
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Figure C-62. Case 16 RMS error histograms 

 
C.13.2  ANGLE-OF-ATTACK 

For the derived AoA: 
 
· 0.0000 % of runs violated the display tolerance. 
· 92.9900 % of runs violated the envelope-protection tolerance. 
· 7.0100 % of runs violated the AFPC tolerance. 
· 0.0000 % of runs met all tolerances. 

 
C.13.3  SIDESLIP ANGLE 

For the derived sideslip angle: 
 
· 100.0000 % of runs violated the display tolerance. 
· 0.0000 % of runs violated the envelope-protection tolerance. 
· 0.0000 % of runs violated the AFPC tolerance. 
· 0.0000 % of runs met all tolerances. 
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